110 p i B

max planck institut
informatik

A Multi-World Approach to Question Answering
about Real-World Scenes based on Uncertain Input

Mateusz Malinowski and Mario Fritz
{mmalinow, mfritz}@ mpi-inf.mpg.de

Fill dataset with different

Semantic

interpretations of the facts

[nput image Segmentation sofa (1, brown, image 1, X, Y, Z, 0.8)
chair (1, brown, image 1, X, Y, Z, 0.2)

N -b‘ \,\!,. =>> y

box (1, brown, image 1, X, Y, Z, 0.6)
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e Can machines answer on questions about images?
o Evaluating chain of perception, representation, deduction

Contributions

e An approach and a dataset for question-answering about
real-world scenes that is directly trained from question-
answer pairs

e Combine language with perception in a multi-world
Bayesian framework: connecting discrete reasoning and
uncertain representations form perception

o Establish first results on complex question-answering task
on sizable dataset of real-world scenes
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e Bayesian approach to uncertainty in language and images

e Two approaches: single and multi-world

e Each world is a set of facts derived from scene
segmentation

single world

multi-world
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DAQUAR - Towards a Visual Turing Challenge

e NYU-Depth V2 dataset with textual question-answer pairs

e 1449 RGBD

indoor images

e 12,5k question-answer pairs

e Answers: co
e Subjectivity
e About 9 que

QA: (What is behind the table?, window)
Spatial relation like ‘behind’ are dependent
on the reference frame. Here the annotator
uses observer-centric view.
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QA: (what is behind the table?, sofa)
Spatial relations exhibit different reference
frames. Some annotations use observer-
centric, others object-centric view

QA: (how many lights are on?, 6)
Moreover, some questions require detection
of states ‘light on or off’
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Q: what is at the back side of the sofas?
Annotators use wide range spatial relations,
such as ‘backside’ which is object-centric.

1 QA: (what is in front of the wall divider?,

lors, numbers, objects and sets of these
is prominent in the dataset |1]
stion-answer pairs per image

e Object’s category occurs 4 times in training set

QA: (what is beneath the candle holder, The annotators are using different names to  |[Some objects, like the table on the left of
decorative plate) call the same things. The names of the image, are severely occluded or truncated.
brown object near the bed include ‘night Yet, the annotators refer to them in the
stand’, ‘stool’, and ‘cabinet’. questions.

Some annotators use variations on spatial
relations that are similar, e.g. ‘beneath’ is
closely related to ‘below’.

cabinet)
Annotators use additional properties to
clarify object references (i.e. wall divider).
Moreover, the perspective plays an
important role in these spatial relations
interpretations.
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QA1:(How many doors are in the image?, 1)QA: (How many drawers are there?, 8)
QA2:(How many doors are in the image?, 5)The annotators use their common-sense
Different interpretation of ‘door’ results in knowledge for amodal completion. Here the
different counts: 1 door at the end of the hall |annotator infers the 8th drawer from the

s. 5 doors including lockers context

QA1: (what is in front of the curtain behind
the armchair?, guitar)

QAZ2: (what is in front of the curtain?,
guitar)

Spatial relations matter more in complex
environments where reference resolution
becomes more relevant. In cluttered scenes,
pragmatism starts playing a more important
role

QA: (What is the object on the counter in |QA: (How many doors are open?, 1)
the corner?, microwave) Notion of states of object (like open) is not
References like ‘corner’ are difficult to well captured by current vision techniques.
resolve given current computer vision Annotators use such attributes frequently
models. Yet such scene features are for disambiguation.

frequently used by humans.

[1] M. MalinowskKi et. al. “Towards a

Visual Turing Challenge” NIPS Workshop on Learning Semantics 2014
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sofa count(A, (sofa(A), image1), 0.8) Questions
answer(A, (IeftgA,B), table(B), image1, 0.3) How many sofas are in image 17
count(A, (bed(A), image1), 0.2) | <- What is behind of table in image 17
answer(A, (behind(A,B), table(B), image1), 0.7) | What is the largest object in image 17
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e Question-answering task |2] e WUPS Scores
e Dataset of geographical facts: ‘What is the total population of the ten o With more categories the semantic boundaries are becoming more fuzzy
largest capitals in the US?’ T e Propose a family of soft measures [1] and introduce WUPS scores
e Trained from textual question-answer pairs ] &
. _ , _ WUPS(A,T) = — » min{ || maxWUP(a,t), || max WUP(a,¢)} - 100
e Bayesian integration over latent logical representations N & e [ei 0EAY
o Answers are retrieved from the dataset of the facts 4 T | L
e Log-linear model P(T7T|Q) x exp(61¢(Q,T)) input image e Experiments
e Features are counts of templates:
: : . Human question-answer pairs (HumanQA)
e A Strlng trlggers d predlcate Segmentation | World(s) | #classes | Accuracy | WUPS at 0.9 | WUPS at 0
e A stringisunder a relation HumanSeg Single 894 7.86% 11.86% 38.79%
: : . HumanSeg Single 37 12.47% 16.49% 50.28%
 Astringis under a trace predicate - AutoSeg | Single | 37 9.69% T4.73% B51%
e Two predicates are linked via a relation . AutoSeg Muldi 37 12.73% 18.10% o1.47%
e A predicate has a child single world puman Baseine A 28:39;‘3 ggigié %%Z‘j T o or o5 de o7 o5 oo

e Extension of a single world approach of |2]

o ()bject hypotheses: predicate(instance_id, image_id, color, spatial_loc)
® LOCallzathn Of the 3d CubOIdS: (Xmina Xmawa Xmecma Ymina Ymaa:a Ymeana Zmina Zma:ca Zmecm)

for images

Semantic segmentation [1] and a color detector [3] fills
a dataset with the visual facts

Spatial reasoning with a set of spatial predicates
Detections are represented as 3d cuboids

Probability distribution over the answers

e Multi-world approach
e Visual and language inputs are inherently ambiguous
e Adds multiple interpretations to account for multi-world
uncertainty in perception
o Single world approach of |2]: P(4|Q,W) =3 PA | W, TP(T | Q)
e Our multi-world approach: pP4|Q,5) =3, > P(A| W, T)PW | S)P(T | Q)

Schema

e Scalability

e Sampling different worlds

e KNN approximation

[1] S. Gupta et. al. “Perceptual organization and recognition of indoor scenes from rgb-d images” CVPR 2013

Description Template : . :
counting Tow many {object} are in {imageid? synthetic question-answer pairs (SynthQA)

counting and colors How many {color} {object} are in {image_id}? Segmentation World(s) # classes ACCUTaCY‘
room type Which type of the room is depicted in {image_id }? - -
superlatives What is the largest {object} in {image_id}? HumanSeg |Single Wlth Neg. 3 37 56.0%
counting and colors How many {color} {object}? HumanSeg Single 37 59.5%

negations type 1 Which images do not have {object}? AutoS eg Single 37 11.259%
negations type 2 Which images are not {room_type }?

negations type 3 Which images have {object} but do not have a {object}? AutoSeg Multi 37 13.75%

e Conclusions

e Firstresults on the complex question answering task

e Multi-world approach improves the results

e Synthetic results show that the vision part is a serious bottleneck

o Complexity of the task is reflected by disagreement between humans

e Dataset is available at www.d2.mpi-inf.mpg.de/visual-turing-challenge

[2] P. Liang et. al. “Learning dependency-based compositional semantics” Computational Linguistics 2013
[3] ]. Van De Weijer “Learning color names from real-world images” CVPR 2007 £ @p CUTTEEEEEEEEEEE S mm_m_m_m—_m——— T

[1] M. Malinowski et. al. “Towards a Visual Turing Challenge” NIPS Workshop on Learning Semantics 2014
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