
…

sofa (1, brown, image 1, X, Y, Z, 0.8)
table (1, brown, image 1, X, Y, Z, 0.4)

chair (1, brown, image 1, X, Y, Z, 0.2)
box   (1, brown, image 1, X, Y, Z, 0.6)

count(A, (sofa(A), image1), 0.8) 
answer(A, (left(A,B), table(B), image1, 0.3) 
largest(A, (object(A), im, 023age2)) 
answer(A, (close(A,B), image2))) 
count(A, (bed(A), image2))
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Input(image
Semantic(  

Segmentation

multi9world(
approach

Category
Instance

Color Image
Coordinates  

Probabilities

sofa  (1, brown, image 1, X, Y, Z, 0.8)

…box   (1, brown, image 1, X, Y, Z, 0.6)

…

sofa (1, brown, image 1, X, Y, Z, 0.8)
box  (1, brown, image 1, X, Y, Z, 0.6)

…

Logical(forms

count(A, (bed(A), image1), 0.2) 
answer(A, (behind(A,B), table(B), image1), 0.7) 
largest(A, (object(A), image1), 1.0) 

…

Challenges"in"DAQUAR

…

table (1, brown, image 1, X, Y, Z, 0.4)

chair (1, brown, image 1, X, Y, Z, 0.2)
sofa  (1, brown, image 1, X, Y, Z, 0.8)

box   (1, brown, image 1, X, Y, Z, 0.6)

Fill(dataset(with(different(
interpretations(of(the(facts

How many sofas are in image 1? 
What is behind of table in image 1? 
What is the largest object in image 1?
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Fig. 4. Our Bayesian model to question answering from noisy observations. At test
time we observe the question as well as the output of the semantic scene segmentation.
Di↵erent hypothesis of the universe and the semantic tree are marginalized out in order
to infer the most likely answer.

model. We run inference over answers A based on observed semantic scene seg-
mentations S and questions Q while the universe W and semantic trees T are
latent. Figure 2 show a few possible universes. The posterior over the answer A
is calculated by marginalizing over the latent universes W and semantic trees T :

P (A | Q, S) :=
X

W

X

T
P (A | W, T )P (W | S) P (T | Q) (3)

Marginalizing over all possible universes given a certain semantic segmentation
is computation intractable, wherefore we use a sampling strategy that draws a
finite sample from P (W|S):

P (A | Q, S) ⇡
X

W⇠P(W|S)

X

T
P (A | W, T )P (T |Q) (4)

where the possible universes W are sampled the segmentation of the image ac-
cording to their confidence scores [11] as follows: The segmentation is a set of
segments with probabilities S = {(s1, p1), . . . , (sN , p

N

)}. Each universe is a draw
from the segmentation such that P (s

i

2 W) = p
i

.
The probability of the latent semantic tree given the question P (T |Q) is a log-

linear distribution over the set of all possible valid semantic trees Z(Q) for the
given question Q. Formally, P (T |Q) / exp(✓T�(Q, T )) where ✓ are parameters
of the probabilistic model that are learnt from the questions-answer pairs, and
�(Q, T ) is a feature vector that measures the compatibility between the question

single(world(
approach

• Can(machines(answer(on(questions(about(images?(
• Evaluating(chain(of(perception,(representation,(deduction

Motivation

• An( approach( and( a( dataset( for( question9answering( about(
real9world( scenes( that( is( directly( trained( from( question9
answer(pairs(

• Combine( language( with( perception( in( a( multi9world(
Bayesian( framework:( connecting( discrete( reasoning( and(
uncertain(representations(form(perception(

• Establish(Nirst(results(on(complex(question9answering(task(
on(sizable(dataset(of(real9world(scenes(

Contributions

• NYU9Depth(V2(dataset(with(textual(question9answer(pairs(
• 1449((RGBD(indoor(images((
• 12,5k(question9answer(pairs(
• Answers:(colors,(numbers,(objects(and(sets(of(these(
• Subjectivity(is(prominent(in(the(dataset([1](
• About(9(question9answer(pairs(per(image(
• Object’s(category(occurs(4(times(in(training(set(

DAQUAR"("Towards"a"Visual"Turing"Challenge

QA: (what is beneath the candle holder,  
decorative plate)
Some annotators use variations on spatial 
relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.

QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)
QA2:(How many doors are in the image?, 5)
Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers

QA: (what is behind the table?, sofa)
Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view
QA: (how many lights are on?, 6)
Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?
Annotators use wide range spatial relations, 
such as ‘backside’ which is object-centric.

QA1: (what is in front of the curtain behind 
the armchair?, guitar)

QA2: (what is in front of the curtain?, 
guitar)

Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.

QA: (How many drawers are there?, 8)
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.

QA: (How many doors are open?, 1)
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.

 
 

 

• Bayesian(approach(to(uncertainty(in(language(and(images(
• Two(approaches:(single(and(multi9world(
• Each( world( is( a( set( of( facts( derived( from( scene(
segmentation(
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Predicate Definition
closeAbove(A, B) above(A, B) and (Y

min

(B) < Y
max

(A) + ✏)
closeLeftOf(A, B) leftOf(A, B) and (X

min

(B) < X
max

(A) + ✏)
closeInFrontOf(A, B) inFrontOf(A, B) and (Z

min

(B) < Z
max

(A) + ✏)
X

aux

(A, B) X
mean

(A) < X
max

(B) and X
min

(B) < X
mean

(A)

Z
aux

(A, B) Z
mean

(A) < Z
max

(B) and Z
min

(B) < Z
mean

(A)

h
aux

(A, B) closeAbove(A, B) or closeBelow(A, B)

v
aux

(A, B) closeLeftOf(A, B) or closeRightOf(A, B)

au
xi

lia
ry

re
la

tio
ns

d
aux

(A, B) closeInFrontOf(A, B) or closeBehind(A, B)

leftOf(A, B) X
mean

(A) < X
mean

(B))

above(A, B) Y
mean

(A) < Y
mean

(B)

inFrontOf(A, B) Z
mean

(A) < Z
mean

(B))

sp
at

ia
l

on(A, B) closeAbove(A, B) and Z
aux

(A, B) and X
aux

(A, B)

close(A, B) h
aux

(A, B) or v
aux

(A, B) or d
aux

(A, B)

Table 1: Predicates defining spatial relations between A and B. Auxiliary relations define actual spatial re-
lations. The Y axis points downwards, functions X

max

, X
min

, ... take appropriate values from the tuple
predicate, and ✏ is a ’small’ amount. Symmetrical relations such as rightOf , below, behind, etc. can readily
be defined in terms of other relations (i.e. below(A,B) = above(B,A)).

color [16] (Figure 1 - middle part). Every object hypothesis is therefore represented as an n-tuple:
predicate(instance id, image id, color, spatial loc) where predicate 2 {bag, bed, books, ...},
instance id is the object’s id, image id is id of the image containing the object, color is esti-
mated color of the object [16], and spatial loc is the object’s position in the image. Latter is
represented as (X

min

, X
max

, X
mean

, Y
min

, Y
max

, Y
mean

, Z
min

, Z
max

, Z
mean

) and defines mini-
mal, maximal, and mean location of the object along X,Y, Z axes. To obtain the coordinates we fit
axis parallel cuboids to the cropped 3d objects based on the semantic segmentation. Note that the
X, Y, Z coordinate system is aligned with direction of gravity [15]. As shown in Figure 2b, this is
a more meaningful representation of the object’s coordinates over simple image coordinates. The
complete schema will be documented together with the code release.

We realize that the skilled use of spatial relations is a complex task and grounding spatial relations
is a research thread on its own (e.g. [17], [18] and [19]). For our purposes, we focus on predefined
relations shown in Table 1, while the association of them as well as the object classes are still dealt
within the question answering architecture.

Multi-worlds approach for combining uncertain visual perception and symbolic reasoning
Up to now we have considered the output of the semantic segmentation as “hard facts”, and hence
ignored uncertainty in the class labeling. Every such labeling of the segments corresponds to dif-
ferent interpretation of the scene - different perceived world. Drawing on ideas from probabilistic
databases [14], we propose a multi-world approach (Figure 1 - lower part) that marginalizes over
multiple possible worlds W - multiple interpretations of a visual scene - derived from the segmen-
tation S . Therefore the posterior over the answer A given question Q and semantic segmentation S
of the image marginalizes over the latent worlds W and logical forms T :

P (A | Q, S) =
X

W

X

T
P (A | W, T )P (W | S) P (T | Q) (2)

The semantic segmentation of the image is a set of segments s
i

with the associated probabilities
p
ij

over the C object categories c
j

. More precisely S = {(s1, L1), (s2, L2), ..., (sk, Lk

)} where
L
i

= {(c
j

, p
ij

)}C
j=1, P (s

i

= c
j

) = p
ij

, and k is the number of segments of given image. Let
ˆS
f

=

�
(s1, c

f(1)), (s2, cf(2)), ..., (sk, cf(k)))
 

be an assignment of the categories into segments of
the image according to the binding function f 2 F = {1, ..., C}{1,...,k}. With such notation, for
a fixed binding function f , a world W is a set of tuples consistent with ˆS

f

, and define P (W |S) =Q
i

p(i,f(i)). Hence we have as many possible worlds as binding functions, that is Ck. Eq. 2 becomes
quickly intractable for k and C seen in practice, wherefore we use a sampling strategy that draws a
finite sample ~W = (W1, W2, ..., WN

) from P (·|S) under an assumption that for each segment s
i

every object’s category c
j

is drawn independently according to p
ij

. A few sampled perceived worlds
are shown in Figure 2a.

Regarding the computational efficiency, computing
P

T P (A | W
i

, T )P (T | Q) can be done inde-
pendently for every W

i

, and therefore in parallel without any need for synchronization. Since for
small N the computational costs of summing up computed probabilities is marginal, the overall cost
is about the same as single inference modulo parallelism. The presented multi-world approach to
question answering on real-world scenes is still an end-to-end architecture that is trained solely on
the question-answer pairs.

4

• Question9answering(task([2](
• Dataset( of( geographical( facts:( ‘What( is( the( total( population( of( the( ten(
largest(capitals(in(the(US?’(

• Trained(from(textual(question9answer(pairs(
• Bayesian(integration(over(latent(logical(representations(
• Answers(are(retrieved(from(the(dataset(of(the(facts(
• Log9linear(model(
• Features(are(counts(of(templates:(
• A(string(triggers(a(predicate(
• A(string(is(under(a(relation(
• A(string(is(under(a(trace(predicate(
• Two(predicates(are(linked(via(a(relation(
• A(predicate(has(a(child(

• Extension( of( a( single( world( approach( of( [2](
for(images(
• Semantic(segmentation([1](and(a(color(detector([3](Nills(
a(dataset(with(the(visual(facts(

• Spatial(reasoning(with(a(set(of(spatial(predicates(
• Detections(are(represented(as(3d(cuboids(
• Probability(distribution(over(the(answers(

• Multi9world(approach(
• Visual(and(language(inputs(are(inherently(ambiguous((
• Adds( multiple( interpretations( to( account( for(
uncertainty(in(perception(

• Single(world(approach(of([2]:(
• Our(multi9world(approach:(

• Schema(
• Object(hypotheses:(((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((((
• Localization(of(the(3d(cuboids:(

• Scalability(
• Sampling(different(worlds(
• KNN(approximation(
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Predicate Definition
closeAbove(A, B) above(A, B) and (Y

min

(B) < Y
max

(A) + ✏)
closeLeftOf(A, B) leftOf(A, B) and (X

min

(B) < X
max

(A) + ✏)
closeInFrontOf(A, B) inFrontOf(A, B) and (Z

min

(B) < Z
max

(A) + ✏)
X

aux

(A, B) X
mean

(A) < X
max

(B) and X
min

(B) < X
mean

(A)

Z
aux

(A, B) Z
mean

(A) < Z
max

(B) and Z
min

(B) < Z
mean

(A)

h
aux

(A, B) closeAbove(A, B) or closeBelow(A, B)

v
aux

(A, B) closeLeftOf(A, B) or closeRightOf(A, B)

au
xi

lia
ry

re
la

tio
ns

d
aux

(A, B) closeInFrontOf(A, B) or closeBehind(A, B)

leftOf(A, B) X
mean

(A) < X
mean

(B))

above(A, B) Y
mean

(A) < Y
mean

(B)

inFrontOf(A, B) Z
mean

(A) < Z
mean

(B))

sp
at

ia
l

on(A, B) closeAbove(A, B) and Z
aux

(A, B) and X
aux

(A, B)

close(A, B) h
aux

(A, B) or v
aux

(A, B) or d
aux

(A, B)

Table 1: Predicates defining spatial relations between A and B. Auxiliary relations define actual spatial re-
lations. The Y axis points downwards, functions X

max

, X
min

, ... take appropriate values from the tuple
predicate, and ✏ is a ’small’ amount. Symmetrical relations such as rightOf , below, behind, etc. can readily
be defined in terms of other relations (i.e. below(A,B) = above(B,A)).

color [16] (Figure 1 - middle part). Every object hypothesis is therefore represented as an n-tuple:
predicate(instance id, image id, color, spatial loc) where predicate 2 {bag, bed, books, ...},
instance id is the object’s id, image id is id of the image containing the object, color is esti-
mated color of the object [16], and spatial loc is the object’s position in the image. Latter is
represented as (X

min

, X
max

, X
mean

, Y
min

, Y
max

, Y
mean

, Z
min

, Z
max

, Z
mean

) and defines mini-
mal, maximal, and mean location of the object along X,Y, Z axes. To obtain the coordinates we fit
axis parallel cuboids to the cropped 3d objects based on the semantic segmentation. Note that the
X, Y, Z coordinate system is aligned with direction of gravity [15]. As shown in Figure 2b, this is
a more meaningful representation of the object’s coordinates over simple image coordinates. The
complete schema will be documented together with the code release.

We realize that the skilled use of spatial relations is a complex task and grounding spatial relations
is a research thread on its own (e.g. [17], [18] and [19]). For our purposes, we focus on predefined
relations shown in Table 1, while the association of them as well as the object classes are still dealt
within the question answering architecture.

Multi-worlds approach for combining uncertain visual perception and symbolic reasoning
Up to now we have considered the output of the semantic segmentation as “hard facts”, and hence
ignored uncertainty in the class labeling. Every such labeling of the segments corresponds to dif-
ferent interpretation of the scene - different perceived world. Drawing on ideas from probabilistic
databases [14], we propose a multi-world approach (Figure 1 - lower part) that marginalizes over
multiple possible worlds W - multiple interpretations of a visual scene - derived from the segmen-
tation S . Therefore the posterior over the answer A given question Q and semantic segmentation S
of the image marginalizes over the latent worlds W and logical forms T :

P (A | Q, S) =
X

W

X

T
P (A | W, T )P (W | S) P (T | Q) (2)

The semantic segmentation of the image is a set of segments s
i

with the associated probabilities
p
ij

over the C object categories c
j

. More precisely S = {(s1, L1), (s2, L2), ..., (sk, Lk

)} where
L
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= {(c
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) = p
ij

, and k is the number of segments of given image. Let
ˆS
f

=

�
(s1, c

f(1)), (s2, cf(2)), ..., (sk, cf(k)))
 

be an assignment of the categories into segments of
the image according to the binding function f 2 F = {1, ..., C}{1,...,k}. With such notation, for
a fixed binding function f , a world W is a set of tuples consistent with ˆS

f

, and define P (W |S) =Q
i

p(i,f(i)). Hence we have as many possible worlds as binding functions, that is Ck. Eq. 2 becomes
quickly intractable for k and C seen in practice, wherefore we use a sampling strategy that draws a
finite sample ~W = (W1, W2, ..., WN

) from P (·|S) under an assumption that for each segment s
i

every object’s category c
j

is drawn independently according to p
ij

. A few sampled perceived worlds
are shown in Figure 2a.

Regarding the computational efficiency, computing
P

T P (A | W
i

, T )P (T | Q) can be done inde-
pendently for every W

i

, and therefore in parallel without any need for synchronization. Since for
small N the computational costs of summing up computed probabilities is marginal, the overall cost
is about the same as single inference modulo parallelism. The presented multi-world approach to
question answering on real-world scenes is still an end-to-end architecture that is trained solely on
the question-answer pairs.
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Table 1: Predicates defining spatial relations between A and B. Auxiliary relations define actual spatial re-
lations. The Y axis points downwards, functions X

max

, X
min

, ... take appropriate values from the tuple
predicate, and ✏ is a ’small’ amount. Symmetrical relations such as rightOf , below, behind, etc. can readily
be defined in terms of other relations (i.e. below(A,B) = above(B,A)).

color [16] (Figure 1 - middle part). Every object hypothesis is therefore represented as an n-tuple:
predicate(instance id, image id, color, spatial loc) where predicate 2 {bag, bed, books, ...},
instance id is the object’s id, image id is id of the image containing the object, color is esti-
mated color of the object [16], and spatial loc is the object’s position in the image. Latter is
represented as (X

min

, X
max

, X
mean

, Y
min

, Y
max

, Y
mean

, Z
min

, Z
max

, Z
mean

) and defines mini-
mal, maximal, and mean location of the object along X,Y, Z axes. To obtain the coordinates we fit
axis parallel cuboids to the cropped 3d objects based on the semantic segmentation. Note that the
X, Y, Z coordinate system is aligned with direction of gravity [15]. As shown in Figure 2b, this is
a more meaningful representation of the object’s coordinates over simple image coordinates. The
complete schema will be documented together with the code release.

We realize that the skilled use of spatial relations is a complex task and grounding spatial relations
is a research thread on its own (e.g. [17], [18] and [19]). For our purposes, we focus on predefined
relations shown in Table 1, while the association of them as well as the object classes are still dealt
within the question answering architecture.

Multi-worlds approach for combining uncertain visual perception and symbolic reasoning
Up to now we have considered the output of the semantic segmentation as “hard facts”, and hence
ignored uncertainty in the class labeling. Every such labeling of the segments corresponds to dif-
ferent interpretation of the scene - different perceived world. Drawing on ideas from probabilistic
databases [14], we propose a multi-world approach (Figure 1 - lower part) that marginalizes over
multiple possible worlds W - multiple interpretations of a visual scene - derived from the segmen-
tation S . Therefore the posterior over the answer A given question Q and semantic segmentation S
of the image marginalizes over the latent worlds W and logical forms T :

P (A | Q, S) =
X

W

X

T
P (A | W, T )P (W | S) P (T | Q) (2)

The semantic segmentation of the image is a set of segments s
i

with the associated probabilities
p
ij

over the C object categories c
j

. More precisely S = {(s1, L1), (s2, L2), ..., (sk, Lk

)} where
L
i

= {(c
j

, p
ij

)}C
j=1, P (s

i

= c
j

) = p
ij

, and k is the number of segments of given image. Let
ˆS
f

=

�
(s1, c

f(1)), (s2, cf(2)), ..., (sk, cf(k)))
 

be an assignment of the categories into segments of
the image according to the binding function f 2 F = {1, ..., C}{1,...,k}. With such notation, for
a fixed binding function f , a world W is a set of tuples consistent with ˆS

f

, and define P (W |S) =Q
i

p(i,f(i)). Hence we have as many possible worlds as binding functions, that is Ck. Eq. 2 becomes
quickly intractable for k and C seen in practice, wherefore we use a sampling strategy that draws a
finite sample ~W = (W1, W2, ..., WN

) from P (·|S) under an assumption that for each segment s
i

every object’s category c
j

is drawn independently according to p
ij

. A few sampled perceived worlds
are shown in Figure 2a.

Regarding the computational efficiency, computing
P

T P (A | W
i

, T )P (T | Q) can be done inde-
pendently for every W

i

, and therefore in parallel without any need for synchronization. Since for
small N the computational costs of summing up computed probabilities is marginal, the overall cost
is about the same as single inference modulo parallelism. The presented multi-world approach to
question answering on real-world scenes is still an end-to-end architecture that is trained solely on
the question-answer pairs.
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Figure 1: Overview of our approach to question answering with multiple latent worlds in contrast to single
world approach.

T
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j

{v : v 2 �W(p), t 2 �W(T
j

), R
j

(v, t)} where T := hp, (T1, R1), (T2, R2), ..., (Td

, R
d

)i is
the semantic tree with a predicate p associated with the current node, its subtrees T1, T2, ..., Td

, and
relations R

j

that define the relationship between the current node and a subtree T
j

.

In the predictions, we use a log-linear distribution P (T |Q) / exp(✓T�(Q, T )) over the logical
forms with a feature vector � measuring compatibility between Q and T and parameters ✓ learnt
from training data. Every component �

j

is the number of times that a specific feature template
occurs in (Q, T ). We use the same templates as [1]: string triggers a predicate, string is under a
relation, string is under a trace predicate, two predicates are linked via relation and a predicate has
a child. The model learns by alternating between searching over a restricted space of valid trees
and gradient descent updates of the model parameters ✓. We use the Datalog inference engine to
produce the answers from the latent logical forms. The linguistic phenomena such as superlatives
and negations are handled by the logical forms and the inference engine. For a detailed exposition,
we refer the reader to [1].

Question answering on real-world images based on a perceived world Similar to [5], we
extend the work of [1] to operate now on what we call perceived world W . This still corre-
sponds to the single world approach in our overview Figure 1. However our world is now popu-
lated with “facts” derived from automatic, semantic image segmentations S . For this purpose, we
build the world by running a state-of-the-art semantic segmentation algorithm [15] over the im-
ages and collect the recognized information about objects such as object class, 3D position, and
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(a) Sampled worlds.
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(b) Object’s coordinates.

Figure 2: Fig. 2a shows a few sampled worlds where only segments of the class ’person’ are shown. In the
clock-wise order: original picture, most confident world, and three possible worlds (gray-scale values denote
the class confidence). Although, at first glance the most confident world seems to be a reasonable approach,
our experiments show opposite - we can benefit from imperfect but multiple worlds. Fig. 2b shows object’s
coordinates (original and Z, Y , X images in the clock-wise order), which better represent the spatial location
of the objects than the image coordinates.

3

Predicate Definition
closeAbove(A, B) above(A, B) and (Y

min

(B) < Y
max

(A) + ✏)
closeLeftOf(A, B) leftOf(A, B) and (X

min

(B) < X
max

(A) + ✏)
closeInFrontOf(A, B) inFrontOf(A, B) and (Z

min

(B) < Z
max

(A) + ✏)
X

aux

(A, B) X
mean

(A) < X
max

(B) and X
min

(B) < X
mean

(A)

Z
aux

(A, B) Z
mean

(A) < Z
max

(B) and Z
min

(B) < Z
mean

(A)

h
aux

(A, B) closeAbove(A, B) or closeBelow(A, B)

v
aux

(A, B) closeLeftOf(A, B) or closeRightOf(A, B)

au
xi

lia
ry

re
la

tio
ns

d
aux

(A, B) closeInFrontOf(A, B) or closeBehind(A, B)

leftOf(A, B) X
mean

(A) < X
mean

(B))

above(A, B) Y
mean

(A) < Y
mean

(B)

inFrontOf(A, B) Z
mean

(A) < Z
mean

(B))

sp
at

ia
l

on(A, B) closeAbove(A, B) and Z
aux

(A, B) and X
aux

(A, B)

close(A, B) h
aux

(A, B) or v
aux

(A, B) or d
aux

(A, B)

Table 1: Predicates defining spatial relations between A and B. Auxiliary relations define actual spatial re-
lations. The Y axis points downwards, functions X

max

, X
min

, ... take appropriate values from the tuple
predicate, and ✏ is a ’small’ amount. Symmetrical relations such as rightOf , below, behind, etc. can readily
be defined in terms of other relations (i.e. below(A,B) = above(B,A)).

color [16] (Figure 1 - middle part). Every object hypothesis is therefore represented as an n-tuple:
predicate(instance id, image id, color, spatial loc) where predicate 2 {bag, bed, books, ...},
instance id is the object’s id, image id is id of the image containing the object, color is esti-
mated color of the object [16], and spatial loc is the object’s position in the image. Latter is
represented as (X

min
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) and defines mini-
mal, maximal, and mean location of the object along X,Y, Z axes. To obtain the coordinates we fit
axis parallel cuboids to the cropped 3d objects based on the semantic segmentation. Note that the
X, Y, Z coordinate system is aligned with direction of gravity [15]. As shown in Figure 2b, this is
a more meaningful representation of the object’s coordinates over simple image coordinates. The
complete schema will be documented together with the code release.

We realize that the skilled use of spatial relations is a complex task and grounding spatial relations
is a research thread on its own (e.g. [17], [18] and [19]). For our purposes, we focus on predefined
relations shown in Table 1, while the association of them as well as the object classes are still dealt
within the question answering architecture.

Multi-worlds approach for combining uncertain visual perception and symbolic reasoning
Up to now we have considered the output of the semantic segmentation as “hard facts”, and hence
ignored uncertainty in the class labeling. Every such labeling of the segments corresponds to dif-
ferent interpretation of the scene - different perceived world. Drawing on ideas from probabilistic
databases [14], we propose a multi-world approach (Figure 1 - lower part) that marginalizes over
multiple possible worlds W - multiple interpretations of a visual scene - derived from the segmen-
tation S . Therefore the posterior over the answer A given question Q and semantic segmentation S
of the image marginalizes over the latent worlds W and logical forms T :

P (A | Q, S) =
X
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T
P (A | W, T )P (W | S) P (T | Q) (2)

The semantic segmentation of the image is a set of segments s
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with the associated probabilities
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over the C object categories c
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. More precisely S = {(s1, L1), (s2, L2), ..., (sk, Lk

)} where
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= {(c
j

, p
ij

)}C
j=1, P (s

i

= c
j

) = p
ij

, and k is the number of segments of given image. Let
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be an assignment of the categories into segments of
the image according to the binding function f 2 F = {1, ..., C}{1,...,k}. With such notation, for
a fixed binding function f , a world W is a set of tuples consistent with ˆS

f

, and define P (W |S) =Q
i

p(i,f(i)). Hence we have as many possible worlds as binding functions, that is Ck. Eq. 2 becomes
quickly intractable for k and C seen in practice, wherefore we use a sampling strategy that draws a
finite sample ~W = (W1, W2, ..., WN

) from P (·|S) under an assumption that for each segment s
i

every object’s category c
j

is drawn independently according to p
ij

. A few sampled perceived worlds
are shown in Figure 2a.

Regarding the computational efficiency, computing
P

T P (A | W
i

, T )P (T | Q) can be done inde-
pendently for every W

i

, and therefore in parallel without any need for synchronization. Since for
small N the computational costs of summing up computed probabilities is marginal, the overall cost
is about the same as single inference modulo parallelism. The presented multi-world approach to
question answering on real-world scenes is still an end-to-end architecture that is trained solely on
the question-answer pairs.

4

• WUPS(Scores(
• With(more(categories(the(semantic(boundaries(are(becoming(more(fuzzy(
• Propose(a(family(of(soft(measures([1](and(introduce(WUPS(scores(

• Experiments 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

• Conclusions(
• First(results(on(the(complex(question(answering(task((
• Multi9world(approach(improves(the(results(
• Synthetic(results(show(that(the(vision(part(is(a(serious(bottleneck(
• Complexity(of(the(task(is(reNlected(by(disagreement(between(humans(

• Dataset(is(available(at(www.d2.mpi9inf.mpg.de/visual9turing9challenge(

Results

[1](M.(Malinowski(et.(al.(“Towards(a(Visual(Turing(Challenge”(NIPS(Workshop(on(Learning(Semantics(2014

The database exhibit some biases showing humans tend to focus on a few prominent objects. For
instance we have more than 400 occurrences of table and chair in the answers. In average the
object’s category occurs (14.25, 4) times in training set and (22.48, 5.75) times in total. Figure 4
shows example question-answer pairs together with the corresponding image that illustrate some of
the challenges captured in this dataset.
Performance Measure While the quality of an answer that the system produces can be measured
in terms of accuracy w.r.t. the ground truth (correct/wrong), we propose, inspired from the work
on Fuzzy Sets [22], a soft measure based on the WUP score [23], which we call WUPS (WUP
Set) score. As the number of classes grows, the semantic boundaries between them are becoming
more fuzzy. For example, both concepts ’carton’ and ’box’ have similar meaning, or ’cup’ and
’cup of coffee’ are almost indifferent. Therefore we seek a metric that measures the quality of an
answer and penalizes naive solutions where the architecture outputs too many or too few answers.
Standard Accuracy is defined as: 1

N

P
N

i=1 1{Ai

= T i} · 100 where Ai, T i are i-th answer and
ground-truth respectively. Since both the answers may include more than one object, it is beneficial
to represent them as sets of the objects T = {t1, t2, ...}. From this point of view we have for every
i 2 {1, 2, ..., N}:

1{Ai

= T i} = 1{Ai ✓ T i \ T i ✓ Ai} = min{1{Ai ✓ T i}, 1{T i ✓ Ai}} (3)

= min{
Y

a2A

i

1{a 2 T i},
Y

t2T

i

1{t 2 Ai}} ⇡ min{
Y

a2A

i

µ(a 2 T i

),
Y

t2T

i

µ(t 2 Ai

)} (4)

We use a soft equivalent of the intersection operator in Eq. 3, and a set membership measure µ,
with properties µ(x 2 X) = 1 if x 2 X , µ(x 2 X) = max

y2X

µ(x = y) and µ(x = y) 2 [0, 1],
in Eq. 4 with equality whenever µ = 1. For µ we use a variant of Wu-Palmer similarity [23, 24].
WUP(a, b) calculates similarity based on the depth of two words a and b in the taxonomy[25, 26],
and define the WUPS score:

WUPS(A, T ) =

1

N

NX

i=1

min{
Y

a2A

i

max

t2T

i
WUP(a, t),

Y

t2T

i

max

a2A

i
WUP(a, t)} · 100 (5)

Empirically, we have found that in our task a WUP score of around 0.9 is required for precise
answers. Therefore we have implemented down-weighting WUP(a, b) by one order of magnitude
(0.1 · WUP) whenever WUP(a, b) < t for a threshold t. We plot a curve over thresholds t ranging
from 0 to 1 (Figure 5). Since ”WUPS at 0” refers to the most ’forgivable’ measure without any down-
weighting and ”WUPS at 1.0” corresponds to plain accuracy. Figure 5 benchmarks architectures by
requiring answers with precision ranging from low to high. Here we show some examples of the pure
WUP score to give intuitions about the range: WUP(curtain, blinds) = 0.94, WUP(carton, box) =
0.94, WUP(stove, fire extinguisher) = 0.82.

4.2 Quantitative results
We perform a series of experiments to highlight particular challenges like uncertain segmenta-
tions, unknown true logical forms, some linguistic phenomena as well as show the advantages of
our proposed multi-world approach. In particular, we distinguish between experiments on syn-
thetic question-answer pairs (SynthQA) based on templates and those collected by annotators (Hu-
manQA), automatic scene segmentation (AutoSeg) with a computer vision algorithm [15] and hu-
man segmentations (HumanSeg) based on the ground-truth annotations in the NYU dataset as well
as single world (single) and multi-world (multi) approaches.
4.2.1 Synthetic question-answer pairs (SynthQA)
Based on human segmentations (HumanSeg, 37 classes) (1st and 2nd rows in Table 3) uses au-
tomatically generated questions (we use templates shown in Table 2) and human segmentations.
We have generated 20 training and 40 test question-answer pairs per template category, in total 140
training and 280 test pairs (as an exception negations type 1 and 2 have 10 training and 20 test exam-
ples each). This experiment shows how the architecture generalizes across similar type of questions
provided that we have human annotation of the image segments. We have further removed negations
of type 3 in the experiments as they have turned out to be particularly computationally demanding.
Performance increases hereby from 56% to 59.9% with about 80% training Accuracy. Since some
incorrect derivations give correct answers, the semantic parser learns wrong associations. Other dif-
ficulties stem from the limited training data and unseen object categories during training.
Based on automatic segmentations (AutoSeg, 37 classes, single) (3rd row in Table 3) tests the ar-
chitecture based on uncertain facts obtained from automatic semantic segmentation [15] where the
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Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture
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Figure 3: NYU-Depth V2 dataset: image, Z axis, ground truth and predicted semantic segmentations.

Description Template Example
counting How many {object} are in {image id}? How many cabinets are in image1?

counting and colors How many {color} {object} are in {image id}? How many gray cabinets are in image1?
room type Which type of the room is depicted in {image id}? Which type of the room is depicted in image1?

In
di

vi
du

al

superlatives What is the largest {object} in {image id}? What is the largest object in image1?
counting and colors How many {color} {object}? How many black bags?

negations type 1 Which images do not have {object}? Which images do not have sofa?

se
t

negations type 2 Which images are not {room type}? Which images are not bedroom?
negations type 3 Which images have {object} but do not have a {object}? Which images have desk but do not have a lamp?

Table 2: Synthetic question-answer pairs. The questions can be about individual images or the sets of images.

Regarding the computational efficiency, computing
P

T P (A | W
i

, T )P (T | Q) can be done inde-
pendently for every W

i

, and therefore in parallel without any need for synchronization. Since for
small N the computational costs of summing up computed probabilities is marginal, the overall cost
is about the same as single inference modulo parallelism. The presented multi-world approach to
question answering on real-world scenes is still an end-to-end architecture that is trained solely on
the question-answer pairs.

Implementation and Scalability For worlds containing many facts and spatial relations the in-
duction step becomes computationally intractable. Therefore we use a batch-based approximation
in such situations. Every image induces a set of facts that we call a batch of facts. For every test
batch of facts, we find k nearest neighbors in the space of training batches with a boolean variant
of TF.IDF [19] as a similarity measure. This is equivalent to building a training world Wtrain from
k images with most similar content to the perceived world W in the test image. We have experi-
mentally found that k = 3 makes a good trade-off between the accuracy and complexity of the task.
For all our multi-worlds experiments we use 25 worlds. Dataset and code will be released at time of
publication.

4 Experiments
4.1 DAtaset for QUestion Answering on Real-world images (DAQUAR)
Images and Semantic Segmentation Our new dataset for question answering is build on top of
the NYU-Depth V2 dataset [6]. NYU-Depth V2 contains 1449 RGB and depth images together
with annotated semantic segmentations (Figure 3) where every pixel is labeled into some object
class. Originally 894 classes are considered. According to [15], we preprocess the data to obtain
canonical views of the scenes and use X , Y , Z coordinates from the depth sensor to define spatial
placement of the objects in 3D. To investigate the impact of uncertainty in the visual analysis of the
scenes, we also employ computer vision techniques for automatic semantic segmentation. We use a
state-of-the-art scene analysis method [15] which maps every pixel into 40 classes: 37 informative
object classes as well as ’other structure’, ’other furniture’ and ’other prop’. We ignore the latter
three. We use the same data split as [15]: 795 training and 654 test images. In order to use our
spatial representation on the image content, we fit 3d cuboids to the segmentations.
New dataset of questions and answers In the spirit of a visual turing test, we collect question
answer pairs from human annotators for the NYU dataset. In our work, we consider two types of the
annotations: synthetic and human. The synthetic question-answer pairs are automatically generated
question-answer pairs, which are based on the templates shown in Table 2. These templates are
then instantiated with facts from the database. We also collect 12468 human question-answer pairs

that are produced by annotators instructed to ask questions that can solely be answered from the
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QA: (what is beneath the candle holder,  
decorative plate)!
Some annotators use variations on spatial 
relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
QA2:(How many doors are in the image?, 5)!
Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers

!
QA: (what is behind the table?, sofa)!
Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?!
Annotators use wide range spatial relations, 
such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
the armchair?, guitar)!!
QA2: (what is in front of the curtain?, 
guitar)!!
Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Figure 5: WUPS scores for different thresholds.

synthetic question-answer pairs (SynthQA)
Segmentation World(s) # classes Accuracy

HumanSeg Single with Neg. 3 37 56.0%
HumanSeg Single 37 59.5%
AutoSeg Single 37 11.25%
AutoSeg Multi 37 13.75%

Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%

Human Baseline 894 50.20% 50.82% 67.27%
Human Baseline 37 60.27% 61.04% 78.96%

Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture

Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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QA: (what is beneath the candle holder,  
decorative plate)!
Some annotators use variations on spatial 
relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
QA2:(How many doors are in the image?, 5)!
Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers

!
QA: (what is behind the table?, sofa)!
Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?!
Annotators use wide range spatial relations, 
such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
the armchair?, guitar)!!
QA2: (what is in front of the curtain?, 
guitar)!!
Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Figure 5: WUPS scores for different thresholds.

synthetic question-answer pairs (SynthQA)
Segmentation World(s) # classes Accuracy

HumanSeg Single with Neg. 3 37 56.0%
HumanSeg Single 37 59.5%
AutoSeg Single 37 11.25%
AutoSeg Multi 37 13.75%

Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%

Human Baseline 894 50.20% 50.82% 67.27%
Human Baseline 37 60.27% 61.04% 78.96%

Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture

Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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decorative plate)!
Some annotators use variations on spatial 
relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
QA2:(How many doors are in the image?, 5)!
Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers

!
QA: (what is behind the table?, sofa)!
Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?!
Annotators use wide range spatial relations, 
such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
the armchair?, guitar)!!
QA2: (what is in front of the curtain?, 
guitar)!!
Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Segmentation World(s) # classes Accuracy

HumanSeg Single with Neg. 3 37 56.0%
HumanSeg Single 37 59.5%
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AutoSeg Multi 37 13.75%

Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%

Human Baseline 894 50.20% 50.82% 67.27%
Human Baseline 37 60.27% 61.04% 78.96%

Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
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Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.

8

M. Malinowski and M. Fritz “A Multi-World Approach to Question Answering about Real-World Scenes based on Uncertain Input”, 
NIPS 2014 (to appear)

M. Malinowski and M. Fritz | Question Answering

Our results

8

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture

216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

Figure 3: NYU-Depth V2 dataset: image, Z axis, ground truth and predicted semantic segmentations.

Description Template Example
counting How many {object} are in {image id}? How many cabinets are in image1?

counting and colors How many {color} {object} are in {image id}? How many gray cabinets are in image1?
room type Which type of the room is depicted in {image id}? Which type of the room is depicted in image1?

In
di

vi
du

al

superlatives What is the largest {object} in {image id}? What is the largest object in image1?
counting and colors How many {color} {object}? How many black bags?

negations type 1 Which images do not have {object}? Which images do not have sofa?

se
t

negations type 2 Which images are not {room type}? Which images are not bedroom?
negations type 3 Which images have {object} but do not have a {object}? Which images have desk but do not have a lamp?

Table 2: Synthetic question-answer pairs. The questions can be about individual images or the sets of images.

Regarding the computational efficiency, computing
P

T P (A | W
i

, T )P (T | Q) can be done inde-
pendently for every W

i

, and therefore in parallel without any need for synchronization. Since for
small N the computational costs of summing up computed probabilities is marginal, the overall cost
is about the same as single inference modulo parallelism. The presented multi-world approach to
question answering on real-world scenes is still an end-to-end architecture that is trained solely on
the question-answer pairs.

Implementation and Scalability For worlds containing many facts and spatial relations the in-
duction step becomes computationally intractable. Therefore we use a batch-based approximation
in such situations. Every image induces a set of facts that we call a batch of facts. For every test
batch of facts, we find k nearest neighbors in the space of training batches with a boolean variant
of TF.IDF [19] as a similarity measure. This is equivalent to building a training world Wtrain from
k images with most similar content to the perceived world W in the test image. We have experi-
mentally found that k = 3 makes a good trade-off between the accuracy and complexity of the task.
For all our multi-worlds experiments we use 25 worlds. Dataset and code will be released at time of
publication.

4 Experiments
4.1 DAtaset for QUestion Answering on Real-world images (DAQUAR)
Images and Semantic Segmentation Our new dataset for question answering is build on top of
the NYU-Depth V2 dataset [6]. NYU-Depth V2 contains 1449 RGB and depth images together
with annotated semantic segmentations (Figure 3) where every pixel is labeled into some object
class. Originally 894 classes are considered. According to [15], we preprocess the data to obtain
canonical views of the scenes and use X , Y , Z coordinates from the depth sensor to define spatial
placement of the objects in 3D. To investigate the impact of uncertainty in the visual analysis of the
scenes, we also employ computer vision techniques for automatic semantic segmentation. We use a
state-of-the-art scene analysis method [15] which maps every pixel into 40 classes: 37 informative
object classes as well as ’other structure’, ’other furniture’ and ’other prop’. We ignore the latter
three. We use the same data split as [15]: 795 training and 654 test images. In order to use our
spatial representation on the image content, we fit 3d cuboids to the segmentations.
New dataset of questions and answers In the spirit of a visual turing test, we collect question
answer pairs from human annotators for the NYU dataset. In our work, we consider two types of the
annotations: synthetic and human. The synthetic question-answer pairs are automatically generated
question-answer pairs, which are based on the templates shown in Table 2. These templates are
then instantiated with facts from the database. We also collect 12468 human question-answer pairs

that are produced by annotators instructed to ask questions that can solely be answered from the
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QA: (what is in front of the wall divider?, 
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Annotators use additional properties to 
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Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
QA2:(How many doors are in the image?, 5)!
Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers

!
QA: (what is behind the table?, sofa)!
Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?!
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such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
the armchair?, guitar)!!
QA2: (what is in front of the curtain?, 
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Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Figure 5: WUPS scores for different thresholds.

synthetic question-answer pairs (SynthQA)
Segmentation World(s) # classes Accuracy

HumanSeg Single with Neg. 3 37 56.0%
HumanSeg Single 37 59.5%
AutoSeg Single 37 11.25%
AutoSeg Multi 37 13.75%

Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%

Human Baseline 894 50.20% 50.82% 67.27%
Human Baseline 37 60.27% 61.04% 78.96%

Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture

Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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QA: (what is beneath the candle holder,  
decorative plate)!
Some annotators use variations on spatial 
relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
QA2:(How many doors are in the image?, 5)!
Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers

!
QA: (what is behind the table?, sofa)!
Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?!
Annotators use wide range spatial relations, 
such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
the armchair?, guitar)!!
QA2: (what is in front of the curtain?, 
guitar)!!
Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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thetic question-answer pairs.
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AutoSeg Multi 37 12.73% 18.10% 51.47%
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Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
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M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
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Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
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C: picture

Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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decorative plate)!
Some annotators use variations on spatial 
relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
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Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers
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Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
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such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
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Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
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The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Segmentation World(s) # classes Accuracy
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Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
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AutoSeg Multi 37 12.73% 18.10% 51.47%
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Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
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Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
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Q: What is behind the television?!
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M: brown, pink, purple!
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H: pillow!
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Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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Figure 3: NYU-Depth V2 dataset: image, Z axis, ground truth and predicted semantic segmentations.

Description Template Example
counting How many {object} are in {image id}? How many cabinets are in image1?

counting and colors How many {color} {object} are in {image id}? How many gray cabinets are in image1?
room type Which type of the room is depicted in {image id}? Which type of the room is depicted in image1?

In
di

vi
du

al

superlatives What is the largest {object} in {image id}? What is the largest object in image1?
counting and colors How many {color} {object}? How many black bags?

negations type 1 Which images do not have {object}? Which images do not have sofa?

se
t

negations type 2 Which images are not {room type}? Which images are not bedroom?
negations type 3 Which images have {object} but do not have a {object}? Which images have desk but do not have a lamp?

Table 2: Synthetic question-answer pairs. The questions can be about individual images or the sets of images.

Regarding the computational efficiency, computing
P

T P (A | W
i

, T )P (T | Q) can be done inde-
pendently for every W

i

, and therefore in parallel without any need for synchronization. Since for
small N the computational costs of summing up computed probabilities is marginal, the overall cost
is about the same as single inference modulo parallelism. The presented multi-world approach to
question answering on real-world scenes is still an end-to-end architecture that is trained solely on
the question-answer pairs.

Implementation and Scalability For worlds containing many facts and spatial relations the in-
duction step becomes computationally intractable. Therefore we use a batch-based approximation
in such situations. Every image induces a set of facts that we call a batch of facts. For every test
batch of facts, we find k nearest neighbors in the space of training batches with a boolean variant
of TF.IDF [19] as a similarity measure. This is equivalent to building a training world Wtrain from
k images with most similar content to the perceived world W in the test image. We have experi-
mentally found that k = 3 makes a good trade-off between the accuracy and complexity of the task.
For all our multi-worlds experiments we use 25 worlds. Dataset and code will be released at time of
publication.

4 Experiments
4.1 DAtaset for QUestion Answering on Real-world images (DAQUAR)
Images and Semantic Segmentation Our new dataset for question answering is build on top of
the NYU-Depth V2 dataset [6]. NYU-Depth V2 contains 1449 RGB and depth images together
with annotated semantic segmentations (Figure 3) where every pixel is labeled into some object
class. Originally 894 classes are considered. According to [15], we preprocess the data to obtain
canonical views of the scenes and use X , Y , Z coordinates from the depth sensor to define spatial
placement of the objects in 3D. To investigate the impact of uncertainty in the visual analysis of the
scenes, we also employ computer vision techniques for automatic semantic segmentation. We use a
state-of-the-art scene analysis method [15] which maps every pixel into 40 classes: 37 informative
object classes as well as ’other structure’, ’other furniture’ and ’other prop’. We ignore the latter
three. We use the same data split as [15]: 795 training and 654 test images. In order to use our
spatial representation on the image content, we fit 3d cuboids to the segmentations.
New dataset of questions and answers In the spirit of a visual turing test, we collect question
answer pairs from human annotators for the NYU dataset. In our work, we consider two types of the
annotations: synthetic and human. The synthetic question-answer pairs are automatically generated
question-answer pairs, which are based on the templates shown in Table 2. These templates are
then instantiated with facts from the database. We also collect 12468 human question-answer pairs

that are produced by annotators instructed to ask questions that can solely be answered from the
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closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
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Moreover, the perspective plays an 
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Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers
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Spatial relations exhibit different reference 
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centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
of states ‘light on or off’  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such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
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QA2: (what is in front of the curtain?, 
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Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Figure 5: WUPS scores for different thresholds.

synthetic question-answer pairs (SynthQA)
Segmentation World(s) # classes Accuracy

HumanSeg Single with Neg. 3 37 56.0%
HumanSeg Single 37 59.5%
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AutoSeg Multi 37 13.75%

Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%
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Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture

Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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QA: (what is beneath the candle holder,  
decorative plate)!
Some annotators use variations on spatial 
relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
QA2:(How many doors are in the image?, 5)!
Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers

!
QA: (what is behind the table?, sofa)!
Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?!
Annotators use wide range spatial relations, 
such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
the armchair?, guitar)!!
QA2: (what is in front of the curtain?, 
guitar)!!
Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Figure 5: WUPS scores for different thresholds.

synthetic question-answer pairs (SynthQA)
Segmentation World(s) # classes Accuracy

HumanSeg Single with Neg. 3 37 56.0%
HumanSeg Single 37 59.5%
AutoSeg Single 37 11.25%
AutoSeg Multi 37 13.75%

Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%

Human Baseline 894 50.20% 50.82% 67.27%
Human Baseline 37 60.27% 61.04% 78.96%

Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture

Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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decorative plate)!
Some annotators use variations on spatial 
relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
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Different interpretation of ‘door’ results in 
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Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
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Moreover, some questions require detection 
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such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
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Spatial relations matter more in complex 
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becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
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The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%

Human Baseline 894 50.20% 50.82% 67.27%
Human Baseline 37 60.27% 61.04% 78.96%

Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.
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Q: What is the object on the chair?!
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Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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Figure 3: NYU-Depth V2 dataset: image, Z axis, ground truth and predicted semantic segmentations.

Description Template Example
counting How many {object} are in {image id}? How many cabinets are in image1?

counting and colors How many {color} {object} are in {image id}? How many gray cabinets are in image1?
room type Which type of the room is depicted in {image id}? Which type of the room is depicted in image1?

In
di

vi
du

al

superlatives What is the largest {object} in {image id}? What is the largest object in image1?
counting and colors How many {color} {object}? How many black bags?

negations type 1 Which images do not have {object}? Which images do not have sofa?

se
t

negations type 2 Which images are not {room type}? Which images are not bedroom?
negations type 3 Which images have {object} but do not have a {object}? Which images have desk but do not have a lamp?

Table 2: Synthetic question-answer pairs. The questions can be about individual images or the sets of images.

Regarding the computational efficiency, computing
P

T P (A | W
i

, T )P (T | Q) can be done inde-
pendently for every W

i

, and therefore in parallel without any need for synchronization. Since for
small N the computational costs of summing up computed probabilities is marginal, the overall cost
is about the same as single inference modulo parallelism. The presented multi-world approach to
question answering on real-world scenes is still an end-to-end architecture that is trained solely on
the question-answer pairs.

Implementation and Scalability For worlds containing many facts and spatial relations the in-
duction step becomes computationally intractable. Therefore we use a batch-based approximation
in such situations. Every image induces a set of facts that we call a batch of facts. For every test
batch of facts, we find k nearest neighbors in the space of training batches with a boolean variant
of TF.IDF [19] as a similarity measure. This is equivalent to building a training world Wtrain from
k images with most similar content to the perceived world W in the test image. We have experi-
mentally found that k = 3 makes a good trade-off between the accuracy and complexity of the task.
For all our multi-worlds experiments we use 25 worlds. Dataset and code will be released at time of
publication.

4 Experiments
4.1 DAtaset for QUestion Answering on Real-world images (DAQUAR)
Images and Semantic Segmentation Our new dataset for question answering is build on top of
the NYU-Depth V2 dataset [6]. NYU-Depth V2 contains 1449 RGB and depth images together
with annotated semantic segmentations (Figure 3) where every pixel is labeled into some object
class. Originally 894 classes are considered. According to [15], we preprocess the data to obtain
canonical views of the scenes and use X , Y , Z coordinates from the depth sensor to define spatial
placement of the objects in 3D. To investigate the impact of uncertainty in the visual analysis of the
scenes, we also employ computer vision techniques for automatic semantic segmentation. We use a
state-of-the-art scene analysis method [15] which maps every pixel into 40 classes: 37 informative
object classes as well as ’other structure’, ’other furniture’ and ’other prop’. We ignore the latter
three. We use the same data split as [15]: 795 training and 654 test images. In order to use our
spatial representation on the image content, we fit 3d cuboids to the segmentations.
New dataset of questions and answers In the spirit of a visual turing test, we collect question
answer pairs from human annotators for the NYU dataset. In our work, we consider two types of the
annotations: synthetic and human. The synthetic question-answer pairs are automatically generated
question-answer pairs, which are based on the templates shown in Table 2. These templates are
then instantiated with facts from the database. We also collect 12468 human question-answer pairs

that are produced by annotators instructed to ask questions that can solely be answered from the
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QA: (what is beneath the candle holder,  
decorative plate)!
Some annotators use variations on spatial 
relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
QA2:(How many doors are in the image?, 5)!
Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers

!
QA: (what is behind the table?, sofa)!
Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?!
Annotators use wide range spatial relations, 
such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
the armchair?, guitar)!!
QA2: (what is in front of the curtain?, 
guitar)!!
Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Figure 5: WUPS scores for different thresholds.

synthetic question-answer pairs (SynthQA)
Segmentation World(s) # classes Accuracy

HumanSeg Single with Neg. 3 37 56.0%
HumanSeg Single 37 59.5%
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AutoSeg Multi 37 13.75%

Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%
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Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.
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Q: How many red chairs are there?!
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Q: What is the object on the chair?!
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Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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brown object near the bed include ‘night 
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image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Figure 5: WUPS scores for different thresholds.

synthetic question-answer pairs (SynthQA)
Segmentation World(s) # classes Accuracy

HumanSeg Single with Neg. 3 37 56.0%
HumanSeg Single 37 59.5%
AutoSeg Single 37 11.25%
AutoSeg Multi 37 13.75%

Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%

Human Baseline 894 50.20% 50.82% 67.27%
Human Baseline 37 60.27% 61.04% 78.96%

Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture

Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
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Annotators use additional properties to 
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Moreover, the perspective plays an 
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QA2:(How many doors are in the image?, 5)!
Different interpretation of ‘door’ results in 
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vs. 5 doors including lockers
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QA: (what is behind the table?, sofa)!
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centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?!
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such as ‘backside’ which use a object-
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QA1: (what is in front of the curtain behind 
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Spatial relations matter more in complex 
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pragmatism starts playing a more important 
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The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Q: What is on the right side of the table?!
H: chair  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C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
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Q: What is in front of television?!
H: pillow!
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Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.

8

M. Malinowski and M. Fritz “A Multi-World Approach to Question Answering about Real-World Scenes based on Uncertain Input”, 
NIPS 2014 (to appear)

M. Malinowski and M. Fritz | Question Answering

Our results

8

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture

216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

50 100 150 200 250 300 350 400 450 500 550

50

100

150

200

250

300

350

400

Figure 3: NYU-Depth V2 dataset: image, Z axis, ground truth and predicted semantic segmentations.

Description Template Example
counting How many {object} are in {image id}? How many cabinets are in image1?

counting and colors How many {color} {object} are in {image id}? How many gray cabinets are in image1?
room type Which type of the room is depicted in {image id}? Which type of the room is depicted in image1?

In
di

vi
du

al

superlatives What is the largest {object} in {image id}? What is the largest object in image1?
counting and colors How many {color} {object}? How many black bags?

negations type 1 Which images do not have {object}? Which images do not have sofa?

se
t

negations type 2 Which images are not {room type}? Which images are not bedroom?
negations type 3 Which images have {object} but do not have a {object}? Which images have desk but do not have a lamp?

Table 2: Synthetic question-answer pairs. The questions can be about individual images or the sets of images.

Regarding the computational efficiency, computing
P

T P (A | W
i

, T )P (T | Q) can be done inde-
pendently for every W

i

, and therefore in parallel without any need for synchronization. Since for
small N the computational costs of summing up computed probabilities is marginal, the overall cost
is about the same as single inference modulo parallelism. The presented multi-world approach to
question answering on real-world scenes is still an end-to-end architecture that is trained solely on
the question-answer pairs.

Implementation and Scalability For worlds containing many facts and spatial relations the in-
duction step becomes computationally intractable. Therefore we use a batch-based approximation
in such situations. Every image induces a set of facts that we call a batch of facts. For every test
batch of facts, we find k nearest neighbors in the space of training batches with a boolean variant
of TF.IDF [19] as a similarity measure. This is equivalent to building a training world Wtrain from
k images with most similar content to the perceived world W in the test image. We have experi-
mentally found that k = 3 makes a good trade-off between the accuracy and complexity of the task.
For all our multi-worlds experiments we use 25 worlds. Dataset and code will be released at time of
publication.

4 Experiments
4.1 DAtaset for QUestion Answering on Real-world images (DAQUAR)
Images and Semantic Segmentation Our new dataset for question answering is build on top of
the NYU-Depth V2 dataset [6]. NYU-Depth V2 contains 1449 RGB and depth images together
with annotated semantic segmentations (Figure 3) where every pixel is labeled into some object
class. Originally 894 classes are considered. According to [15], we preprocess the data to obtain
canonical views of the scenes and use X , Y , Z coordinates from the depth sensor to define spatial
placement of the objects in 3D. To investigate the impact of uncertainty in the visual analysis of the
scenes, we also employ computer vision techniques for automatic semantic segmentation. We use a
state-of-the-art scene analysis method [15] which maps every pixel into 40 classes: 37 informative
object classes as well as ’other structure’, ’other furniture’ and ’other prop’. We ignore the latter
three. We use the same data split as [15]: 795 training and 654 test images. In order to use our
spatial representation on the image content, we fit 3d cuboids to the segmentations.
New dataset of questions and answers In the spirit of a visual turing test, we collect question
answer pairs from human annotators for the NYU dataset. In our work, we consider two types of the
annotations: synthetic and human. The synthetic question-answer pairs are automatically generated
question-answer pairs, which are based on the templates shown in Table 2. These templates are
then instantiated with facts from the database. We also collect 12468 human question-answer pairs

that are produced by annotators instructed to ask questions that can solely be answered from the
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QA: (what is beneath the candle holder,  
decorative plate)!
Some annotators use variations on spatial 
relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
QA2:(How many doors are in the image?, 5)!
Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers

!
QA: (what is behind the table?, sofa)!
Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?!
Annotators use wide range spatial relations, 
such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
the armchair?, guitar)!!
QA2: (what is in front of the curtain?, 
guitar)!!
Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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Figure 5: WUPS scores for different thresholds.

synthetic question-answer pairs (SynthQA)
Segmentation World(s) # classes Accuracy

HumanSeg Single with Neg. 3 37 56.0%
HumanSeg Single 37 59.5%
AutoSeg Single 37 11.25%
AutoSeg Multi 37 13.75%

Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%

Human Baseline 894 50.20% 50.82% 67.27%
Human Baseline 37 60.27% 61.04% 78.96%

Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture

Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
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Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers
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QA: (what is behind the table?, sofa)!
Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
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Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?!
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centric.
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Spatial relations matter more in complex 
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pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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synthetic question-answer pairs (SynthQA)
Segmentation World(s) # classes Accuracy
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Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%

Human Baseline 894 50.20% 50.82% 67.27%
Human Baseline 37 60.27% 61.04% 78.96%

Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture

Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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QA: (what is beneath the candle holder,  
decorative plate)!
Some annotators use variations on spatial 
relations that are similar, e.g. ‘beneath’ is 
closely related to ‘below’.!!
QA: (what is in front of the wall divider?, 
cabinet)  
Annotators use additional properties to 
clarify object references  (i.e. wall divider). 
Moreover, the perspective plays an 
important role in these spatial relations 
interpretations.

QA1:(How many doors are in the image?, 1)!
QA2:(How many doors are in the image?, 5)!
Different interpretation of ‘door’ results in 
different counts: 1 door at the end of the hall  
vs. 5 doors including lockers

!
QA: (what is behind the table?, sofa)!
Spatial relations exhibit different reference 
frames. Some annotations use observer-
centric, others object-centric view!
QA: (how many lights are on?, 6)!
Moreover, some questions require detection 
of states ‘light on or off’  

Q: what is at the back side of the sofas?!
Annotators use wide range spatial relations, 
such as ‘backside’ which use a object-
centric.

QA1: (what is in front of the curtain behind 
the armchair?, guitar)!!
QA2: (what is in front of the curtain?, 
guitar)!!
Spatial relations matter more in complex 
environments where reference resolution 
becomes more relevant. In cluttered scenes, 
pragmatism starts playing a more important 
role

The annotators are using different names to 
call the same things. The names of the 
brown object near the bed include ‘night 
stand’, ‘stool’, and ‘cabinet’.

Some objects, like the table on the left of 
image, are severely occluded or truncated. 
Yet, the annotators refer to them in the 
questions.

QA: (What is behind the table?, window)!
Spatial relation like ‘behind’ are dependent 
on the reference frame. Here the annotator 
uses observer-centric view.!

QA: (How many drawers are there?, 8)!
The annotators use their common-sense 
knowledge for amodal completion. Here the 
annotator infers the 8th drawer from the 
context

QA: (What is the object on the counter in 
the corner?, microwave)!
References like ‘corner’ are difficult to 
resolve given current computer vision 
models. Yet such scene features are 
frequently used by humans.!

QA: (How many doors are open?, 1)!
Notion of states of object (like open) is not 
well captured by current vision techniques. 
Annotators use such attributes frequently 
for disambiguation.!

QA: (What is the shape of the green 
chair?, horse shaped)!
In this example, an annotator refers to a 
“horse shaped chair” which requires a quite 
abstract reasoning about the shapes.!

QA: (Where is oven?, on the right side of 
refrigerator)!
On some occasions, the annotators prefer to 
use more complex responses. With spatial 
relations, we can increase the answer’s 
precision.!

QA: (What is in front of toilet?, door)!
Here the ‘open door’ to the restroom is not 
clearly visible, yet captured by the annotator.!

Figure 4: Examples of human generated question-answer pairs illustrating the associated challenges. In the
descriptions we use following notation: ’A’ - answer, ’Q’ - question, ’QA’ - question-answer pair.
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synthetic question-answer pairs (SynthQA)
Segmentation World(s) # classes Accuracy

HumanSeg Single with Neg. 3 37 56.0%
HumanSeg Single 37 59.5%
AutoSeg Single 37 11.25%
AutoSeg Multi 37 13.75%

Table 3: Accuracy results for the experiments with syn-
thetic question-answer pairs.

Human question-answer pairs (HumanQA)
Segmentation World(s) #classes Accuracy WUPS at 0.9 WUPS at 0

HumanSeg Single 894 7.86% 11.86% 38.79%
HumanSeg Single 37 12.47% 16.49% 50.28%
AutoSeg Single 37 9.69% 14.73% 48.57%
AutoSeg Multi 37 12.73% 18.10% 51.47%

Human Baseline 894 50.20% 50.82% 67.27%
Human Baseline 37 60.27% 61.04% 78.96%

Table 4: Accuracy and WUPS scores for the experiments with human question-answer pairs. We show WUPS
scores at two opposite sides of the WUPS spectrum.

Q: What is on the right side of the table?!
H: chair  
M: window, floor, wall!
C: floor

Q: How many red chairs are there?!
H: ()!
M: 6!
C: blinds!

!
Q: How many chairs are at the table?!
H: wall 
M: 4!
C: chair

Q: What is the object on the chair?!
H: pillow!
M: floor, wall!
C: wall

Q: What is on the right side of cabinet?!
H: picture 
M: bed!
C: bed

Q: What is on the wall?!
H: mirror!
M: bed!
C: picture

Q: What is behind the television?!
H: lamp  
M: brown, pink, purple!
C: picture

Q: What is in front of television?!
H: pillow!
M: chair!
C: picture

Figure 6: Questions and predicted answers. Notation: ’Q’ - question, ’H’ - architecture based on human
segmentation, ’M’ - architecture with multiple worlds, ’C’ - most confident architecture, ’()’ - no answer. Red
color denotes correct answer.
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